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Abstract
Background  To develop and validate an MRI-based fusion model for preoperative prediction of perineural invasion 
(PNI) status in patients with intrahepatic cholangiocarcinoma (ICC).

Methods  A retrospective collection of 192 ICC patients from three medical centers (training set: n = 147; external 
test set: n = 45) was performed. Patients were classified into the PNI-positive and PNI-negative groups based 
on postoperative pathological results. After image preprocessing, a total of 1,197 features were extracted from 
T2-weighted imaging (T2WI). Feature selection was performed, and a radiomics model was constructed using 
machine learning algorithms, followed by SHapley Additive exPlanations (SHAP) visualization. Subsequently, a deep 
learning model was constructed based on the pre-trained ResNet101, with Gradient-weighted Class Activation 
Mapping (Grad-CAM) used for visualization. Finally, a fusion model incorporating deep learning, radiomics, and clinical 
features was developed using logistic regression, and visualization was performed with a nomogram. The predictive 
performance of the model was evaluated based on the area under the curve (AUC), calibration curves, and decision 
curve analysis (DCA).

Results  The fusion model, which integrates deep learning signature, radiomics signature, and two clinical features, 
demonstrated strong discrimination for PNI status. In the training set, the AUC was 0.905, with an accuracy of 0.823; 
in the external test set, the AUC was 0.760, with an accuracy of 0.778. Visualization methods provided support for the 
practical application of the model.

Conclusion  The fusion model aids in the preoperative identification of PNI status in patients with ICC, and may help 
guide clinical decision-making regarding preoperative staging and adjuvant therapy.
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Background
Intrahepatic cholangiocarcinoma (ICC) is a highly 
aggressive malignant tumor originating from the sec-
ondary intrahepatic bile ducts to the smallest branches 
[1]. It is the second most common primary liver cancer, 
accounting for about 10-15% of primary liver cancers [2]. 
The incidence of ICC is rising worldwide, with Asia hav-
ing the highest rates, and mortality has also increased 
over the past decades [3, 4]. Radical surgical resection 
remains the optimal treatment option for achieving long-
term survival in patients with ICC [5]. However, ICC has 
a high postoperative recurrence rate of 60–70%, and even 
after curative resection, the five-year survival rate for 
ICC patients is only around 20–35% [6, 7].

Perineural invasion (PNI) is defined as cancer cells 
infiltrating the nerve sheath or surrounding nerve fibers 
up to 33% of their circumference [8]. It is an independent 
pathological feature, distinct from vascular and lym-
phatic metastasis, and not an extension of tumor spread 
through low-resistance pathways [9, 10]. A recent study 
has shown that PNI is a robust, independent predictor of 
tumor recurrence and long-term survival following radi-
cal resection of ICC, underscoring the need for assessing 
PNI status [11].

Magnetic resonance imaging (MRI) is non-invasive and 
free from ionizing radiation, offering multi-parameter, 
multi-angle, and multi-sequence imaging with high soft-
tissue resolution and clear depiction of anatomical struc-
tures and lesions [12]. It is thus critical in clinical and 
research applications. The study by Granata et al. found 
that T2WI signal intensity differences between ICC and 
control groups were statistically significant [13]. Consid-
ering clinical applicability, this study selected MRI T2WI 
for further investigation. Radiomics transforms medical 
images into high-dimensional, mineable data, which can 
then be analyzed alongside clinical information to diag-
nose and predict disease characteristics [14, 15]. With 
the rapid development of radiomics, numerous studies 
have confirmed the outstanding performance of MRI-
based radiomics in ICC diagnosis and differentiation [16, 
17]. Deep learning, an important component of machine 
learning first proposed by Hinton, has since been widely 
applied in various fields, with convolutional neural net-
works (CNNs) being the most commonly used model in 
image analysis [18, 19]. Deep learning based on medical 
imaging data has made significant progress in liver dis-
ease research, providing powerful tools for diagnosis and 
treatment [20–22].

This study aims to construct a fusion model integrating 
deep learning and radiomics using MRI data to preopera-
tively predict PNI status in patients with ICC, enabling 
clinicians to better assess patient conditions and develop 
survival-oriented treatment strategies.

Methods
Patients
This study was approved by the institutional ethical 
review boards of all the hospitals involved and adhered 
to the Declaration of Helsinki. All patients enrolled in the 
study were informed and provided informed consent.

Inclusion criteria were as follows: (1) curative surgi-
cal resection treatment, (2) MRI examination within one 
week before surgery, and (3) postoperative pathologic 
confirmation of ICC. Exclusion criteria included (1) pre-
operative adjuvant tumor therapy such as radiotherapy, 
(2), inability to identify the primary tumor on MRI or 
poor image quality (e.g., severe artifacts), and (3), incom-
plete clinical and imaging data. A retrospective collection 
of 99 ICC cases treated at Zhengzhou University People’s 
Hospital (Center I) from January 2018 to October 2023, 
48 ICC cases at Henan Cancer Hospital (Center II) from 
January 2020 to January 2023, and 45 ICC cases at the 
First Affiliated Hospital of Zhengzhou University (Center 
III) from January 2021 to January 2023 was conducted. 
Centers I and II served as the training set, while Center 
III was used as the external test set (Fig. 1).

Perineural invasion
The outcome index of this study was the PNI status in 
patients with ICC, determined by hepatic pathology 
experts. The diagnostic criteria required microscopic 
observation of cancer cell infiltration in any layer of the 
nerve fiber (including the epineurium, perineurium, and 
endoneurium) or cancer encircling ≥ 33% of the nerve cir-
cumference [8].

Clinical data collection
Patient clinical data from the week before surgery, includ-
ing age, sex, alpha-fetoprotein (AFP), carcinoembryonic 
antigen (CEA), carbohydrate antigen 19 − 9 (CA19-9), 
albumin (ALB), total bilirubin (TB), prothrombin time 
(PT), and activated partial thromboplastin time (APTT), 
were collected through the hospital information system.

MRI acquisition, preprocessing, and image segmentation
Routine abdominal MRI scans were performed at dif-
ferent clinical MRI systems across the three centers, all 
within one week before surgery, using 3.0T magnetic 
field strength. The MRI protocols included conventional 
sequences such as T1-weighted imaging (T1WI) and 
T2-weighted imaging (T2WI). Further details are pro-
vided in Supplementary Information 1. T2WI images 
in Digital Imaging and Communications in Medicine 
(DICOM) format were downloaded for all patients using 
the hospital information system. Preprocessing steps 
were applied to eliminate batch effects from different 
centers. First, N4 bias field correction was performed 
using the SimpleITK library to reduce artifacts caused by 
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scanner variations or inconsistencies during the imaging 
process, enhancing subsequent image analysis [23]. Next, 
to minimize voxel variability due to different scanners or 
acquisition protocols, images were resampled to a fixed 
resolution of 1 mm × 1 mm × 1 mm using the nearest-
neighbor interpolation method. All MRI images were ret-
rospectively evaluated by two researchers (NPG, YHB), 
each with over 10 years of experience in abdominal MRI 
interpretation. They were blinded to the clinical and 
pathological outcomes. Initially, Researcher 1 manually 
segmented the region of interest (ROI) on the axial plane 
using ITKSNAP (www.itk-snap.org). After segmenting all 
ROIs, 30 patients were randomly selected for repeated 
segmentation by both Researcher 1 and Researcher 2 to 
assess intra- and inter-observer reliability of radiomics 
features. In cases with multiple lesions, the largest lesion 
was selected for evaluation.

Radiomics feature extraction
Radiomics features were extracted from the MRI images 
using the Pyradiomics package based on the Python 
3.7 platform (​h​t​t​p​​s​:​/​​/​g​i​t​​h​u​​b​.​c​​o​m​/​​R​a​d​i​​o​m​​i​c​s​/​p​y​r​a​d​i​o​m​
i​c​s). Filters such as Laplacian of Gaussian and wavelet 
transforms were applied to generate additional derived 
images. Seven categories of features were extracted 
from both the original and derived images, including 

shape-based features, first-order statistical features, gray-
level co-occurrence matrix (GLCM) features, gray-level 
run-length matrix (GLRLM) features, gray-level size zone 
matrix (GLSZM) features, gray-level dependence matrix 
(GLDM) features, and neighboring gray-tone difference 
matrix (NGTDM) features. Feature extraction followed 
the guidelines proposed by the Imaging Biomarker Stan-
dardization Initiative (IBSI) [24].

Radiomics feature selection and radiomics signature 
construction
Feature selection was conducted following these steps to 
minimize bias and potential overfitting: (i) Z-score nor-
malization was applied to the extracted features to adjust 
them to 0 mean and 1 variance; (ii) intra- and interclass 
correlation coefficients were calculated to assess feature 
stability and reproducibility. Features with intra- and 
interclass correlation coefficients > 0.80 were considered 
acceptable for reproducibility and selected for further 
analysis; (iii) features most relevant to PNI status were 
selected using t-test or Mann-Whitney U test to identify 
significant differences (P < 0.05) between PNI-positive 
and PNI-negative groups; (iv) Pearson correlation analy-
sis was performed to assess multicollinearity, retaining 
only features with coefficients < 0.7 or > -0.7 that dem-
onstrated superior diagnostic performance; (v) the Least 

Fig. 1  Flowchart of patient recruitment and grouping. MRI, magnetic resonance imaging; Center I, Zhengzhou University People’s Hospital; Center II, 
Henan Cancer Hospital; Center III, the First Affiliated Hospital of Zhengzhou University
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Absolute Shrinkage and Selection Operator (LASSO) 
regression model was employed to further reduce feature 
dimensionality, using 10-fold cross-validation to select 
the most predictive features with non-zero coefficients by 
adjusting the penalty parameter.

After LASSO, the final features were input into five 
machine learning models—logistic regression (LR), 
Naive Bayes, k-nearest neighbors (KNN), extremely ran-
domized trees (ExtraTrees), and multilayer perceptron 
(MLP) (Supplementary Information 2)—to construct risk 
models. A five-fold cross-validation strategy was used 
to select the optimal model configurations and hyper-
parameter settings. Ultimately, the model with the best 
area under the curve (AUC) was chosen to construct the 
radiomics signature for each patient.

Deep transfer learning model and deep learning signature 
construction
The rectangular ROI encompassing the largest cross-
section of the tumor was cropped, and an additional 10 
voxels were added outward to include surrounding tis-
sue as much as possible in the original image. To improve 
model generalization, data augmentation techniques 
were applied, including random horizontal and vertical 
flips, and random cropping to a size of 224 × 224 pixels. 
The input image size was set to 224 × 224 pixels. Training 
deep learning models is computationally expensive and 
requires a large number of images due to the millions of 
parameters that need to be adjusted. To address the issue 
of limited data, transfer learning techniques can enable 
knowledge transfer to the deep learning model. Ima-
geNet (http://www.image-net.org) is a large-scale image 
database containing millions of annotated images across 
thousands of categories. We selected the ResNet101 
network, pre-trained on the ImageNet dataset, to apply 
transfer learning for the PNI status prediction task [25]. A 
global fine-tuning strategy was adopted to update param-
eters, with an initial learning rate set at 0.01, dynamically 
adjusted using a cosine annealing algorithm. Training 
consisted of 50 epochs with a batch size of 32, using a 
stochastic gradient descent (SGD) optimizer to update 
model parameters. Model performance evaluation relied 
on the loss function. The trained ResNet101 model can 
predict each patient’s probability of PNI, with this prob-
ability used as each patient’s deep learning signature.

Construction of the fusion model
The significance of clinical factors in predicting PNI sta-
tus was assessed using univariate and multivariate logis-
tic regression analyses. Clinical variables with P < 0.05 
were selected and combined with radiomics signature 
and deep learning signature to construct the final model 
using a logistic regression algorithm.

Evaluation of model performance
The predictive performance of each model for PNI risk 
classification was evaluated by assessing the AUC, accu-
racy, sensitivity, specificity, negative predictive value 
(NPV), and positive predictive value (PPV). The DeLong 
test was used to compare the AUCs of different models. 
Calibration curves were plotted to evaluate consistency 
between observed and predicted values, and decision 
curve analysis (DCA) was applied to assess the clinical 
utility of the predictive model.

Model visualization
To improve transparency in the model’s decision-mak-
ing process, SHapley Additive exPlanations (SHAP) was 
used to visualize the radiomics model, a game-theoretic 
approach for model interpretation [26]. Additionally, 
Gradient-weighted Class Activation Mapping (Grad-
CAM) was applied to visualize the deep learning model. 
Gradients from the last convolutional layer of the convo-
lutional neural network were weighted and combined to 
generate a class activation map, highlighting important 
regions in target images [27]. A nomogram of the fusion 
model was also presented for straightforward and effi-
cient use of the model.

The overall workflow of this study is illustrated in Fig. 2.

Statistical analysis
Model construction and evaluation were performed 
using the pyRadiomics package (version 3.0) and scikit-
learn package (version 1.0.2) in Python 3.7.12. Data 
analysis was conducted in R (version 4.3.2). Continuous 
variables are described as mean ± standard deviation or 
median (interquartile range), and categorical variables 
are presented as frequency and percentage. Normal dis-
tribution of continuous variables was assessed using the 
Shapiro–Wilk test. For comparisons between two groups, 
an independent samples t-test was used for normally 
distributed variables; otherwise, the Mann–Whitney U 
test was applied. Comparisons of categorical variables 
between groups used Fisher’s exact test or the chi-square 
test. A two-sided P < 0.05 was considered statistically 
significant.

Results
Baseline characteristics
A total of 192 ICC patients from three centers were 
included, divided into the PNI-positive group (n = 72, 
including 39 cases of center I, 19 of center II, and 14 of 
center III) and the PNI-negative group (n = 120, includ-
ing 60 cases of center I, 29 of center II, and 31 of cen-
ter III). All included ICC patients were then divided into 
two cohorts. The training set consisted of 147 patients 
from Centers I and II, including 58 in the PNI-positive 
group (39 cases of center I and 19 of center II) and 89 in 

http://www.image-net.org
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the PNI-negative group (60 cases of center I and 29 of 
center II), used for model training. The external test set 
consisted of 45 patients from Center III, divided into 
the PNI-positive group (n = 14) and the PNI-negative 
group (n = 31), used for external validation of the model. 

Table  1 presents the detailed clinical characteristics of 
both cohorts. No significant differences were observed 
between the two cohorts in terms of age, sex, AFP, CEA, 
CA19-9, ALB, TB, PT, or APTT (P > 0.05). In the two 

Table 1  Baseline characteristics of study sets
Characteristics Training set Test set P value

n = 147 n = 45
Age (years) 60.0 [53.0;68.0] 62.0 [51.0;69.0] 0.929
Sex 0.689
  Female 68 (46.3%) 23 (51.1%)
  Male 79 (53.7%) 22 (48.9%)
AFP(ng/mL) 3.66 [2.40;6.06] 2.94 [2.15;5.33] 0.239
CEA(ng/mL) 2.85 [1.83;12.2] 4.10 [2.10;9.27] 0.318
CA19-9(U/mL) 99.2 [12.7;1000] 70.3 [14.1;316] 0.701
ALB(g/L) 40.0 [36.9;43.9] 39.1 [34.6;44.0] 0.397
TB(µmol/L) 11.4 [8.75;17.6] 12.0 [9.70;15.9] 0.566
PT(S) 12.0 [11.2;12.9] 12.2 [11.3;13.0] 0.424
APTT(S) 30.3 [26.9;35.2] 33.8 [28.3;37.0] 0.082
PNI 0.403
  Yes 58 (39.5%) 14 (31.1%)
  No 89 (60.5%) 31 (68.9%)
AFP, alpha-fetoprotein; CEA, carcinoembryonic antigen; CA19-9, carbohydrate antigen 19 − 9; ALB, albumin; TB, total bilirubin; PT, prothrombin time; APTT, activated 
partial thromboplastin time; PNI, perineural invasion

Fig. 2  Workflow diagram of this study. Model development and visualization include: a machine learning model based on MRI radiomics (A), a deep 
transfer learning model utilizing a pre-trained ResNet101 (B), and a fusion model integrating deep learning with radiomics (C). MRI, magnetic resonance 
imaging; ROI, region of interest; SHAP, shapley additive explanations; Grad-CAM, gradient-weighted class activation mapping
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cohorts, 58 patients (39.5%) and 14 patients (31.1%) had 
PNI, respectively (P > 0.05).

Radiomics model and visualization
We extracted a total of 1,197 radiomics features from 
preoperative MRI images (Fig. 3A, Supplementary Table 
1). After removing features with low reproducibility 
(intra- and interclass correlation coefficients < 0.8), a 
total of 971 radiomics features were selected for t-test or 
Mann-Whitney U test. Subsequently, correlation analysis 
was conducted on the remaining 269 features to remove 
redundancy, resulting in 19 features for LASSO analy-
sis (Fig.  3B, Supplementary Fig.  1). Ultimately, LASSO 
selected 9 radiomics features, including 3 first-order sta-
tistics, 1 shape feature, 4 GLSZM features, and 1 GLRLM 
feature (Fig. 3C, Supplementary Information 3). Pearson 
correlation analysis indicated that all correlation coeffi-
cients were below 0.7 (Fig. 3D).

Based on the aforementioned 9 radiomics features, we 
developed five robust supervised models to predict PNI 
status and compared their performance to determine the 
optimal model (Table 2). Then, the ExtraTrees model was 
chosen to construct the radiomics signature, as it outper-
formed other classifiers in both the training and test sets. 
In the training set, the ExtraTrees model achieved an 
AUC of 0.796 (Fig.  3E), with a prediction sample histo-
gram shown in Fig. 3F. In the external test set, the model 
achieved an AUC of 0.713.

SHAP-based visualization links feature values with 
their contributions to the model, providing both global 
and local interpretations of the ExtraTrees model’s inter-
nal mechanisms. From a global perspective, R4 (wave-
let_LHL_firstorder_RootMeanSquared) is the most 
significant feature in differentiating PNI status, with 
model output increasing alongside this feature value. 
The next most important feature is R2 (original_shape_
Sphericity) (Fig.  4A). At a local level, in a PNI-positive 
patient, the R4 feature (wavelet_LHL_firstorder_Root-
MeanSquared) with a value of 3.8598 contributed sub-
stantially to the positive assessment (Fig. 4B). For another 
PNI-negative patient, the R4 feature (wavelet_LHL_fir-
storder_RootMeanSquared) with a value of -1.9473 con-
tributed negatively (Fig. 4C).

Deep learning model and visualization
Through transfer learning, we developed a deep learning 
model based on the ResNet101 framework. The model 
achieved an AUC of 0.869 on the training set and 0.736 
on the external test set (Fig.  5A). Grad-CAM showed 
that the deep learning model had clearly defined areas 
of focus during sample classification, primarily concen-
trated within the tumor’s internal region and boundary, 
with no activation in normal liver tissue areas (Fig.  5B 
and C, Supplementary Information 4).

Fusion model and visualization
Univariate and multivariate logistic regression analyses of 
clinical characteristics are presented in Table 3, showing 
statistically significant effects of age and ALB on PNI out-
comes. We constructed a clinical model using the same 
machine learning model (ExtraTrees) as employed in 
radiomics signature construction for model comparison 
(Supplementary Fig. 2).

Subsequently, a fusion model was developed by inte-
grating radiomics and deep learning signatures with age 
and ALB, visualized through a nomogram (Fig.  6A). In 
the training set, the fusion model achieved an AUC of 
0.905, while in the external test set, the AUC was 0.760 
(Fig.  6B). The fusion model demonstrated strong per-
formance across various metrics in both the training 
set (Fig. 6C) and the test set (Fig. 6D). Compared to the 
deep learning, radiomics, and clinical models, the fusion 
model demonstrated significantly superior performance 
(Supplementary Fig.  3). Calibration curves indicated 
strong consistency between predicted and observed 
probabilities for the fusion model (Fig.  6E). Decision 
curves suggested that the fusion model yielded a favor-
able net benefit in both the training set (Fig.  6F) and 
external test set (Fig. 6G).

Discussion
In this study, we developed a novel fusion model that 
integrates clinical features, radiomics signature, and deep 
learning signature based on MRI T2WI to preoperatively 
predict PNI status in patients with ICC. The model’s pre-
dictive performance was validated using an independent 
external cohort, demonstrating its robustness and trans-
lational potential.

Current prognostic evaluation of ICC relies on tumor 
size, number, vascular invasion, and lymph node metas-
tasis, which have been incorporated into the American 
Joint Committee on Cancer (AJCC) staging system [28]. 
However, these factors remain insufficient for adequately 
predicting overall outcomes. Studies indicate that post-
operative recurrence rates in ICC patients can reach 
60–80% even without vascular invasion or lymph node 
metastasis, underscoring the need to incorporate addi-
tional prognostic factors into ICC staging [29, 30]. As a 
common pathological feature, PNI is closely associated 
with prognosis in gastrointestinal malignancies. Emerg-
ing evidence suggests PNI serves as a critical prognos-
tic marker for ICC, correlating with poorer outcomes 
and increased recurrence risk [31]. Zou et al. identified 
PNI as a robust prognostic indicator for ICC, advocat-
ing its inclusion in the AJCC staging system to refine risk 
stratification [32]. Surgical resection remains the optimal 
treatment for long-term survival in ICC patients, with 
PNI and narrow resection margins identified as indepen-
dent risk factors for survival [5, 33]. This highlights the 
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Fig. 3  Classification of extracted radiomics features (A). Feature selection using LASSO (B). LASSO coefficients (C) and correlation coefficients (D) for the 
selected 9 features. Comparison of receiver operating characteristic curves across different machine learning models (E). Histogram of sample predictions 
for the ExtraTrees model (F). GLCM, gray-level co-occurrence matrix; GLDM, gray-level dependence matrix; GLRLM, gray-level run-length matrix; GLSZM, 
gray-level size zone matrix; NGTDM, neighboring gray-tone difference matrix; ExtraTrees, extremely randomized trees; MLP, multilayer perceptron; KNN, 
k-nearest neighbors; LR, logistic regression; AUC, area under the curve; PNI, perineural invasion; LASSO, least absolute shrinkage and selection operator
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importance of preoperative PNI identification for surgi-
cal planning. Furthermore, Meng et al. demonstrated 
that PNI-positive patients exhibited significantly pro-
longed overall survival following adjuvant chemotherapy 

(e.g., capecitabine, gemcitabine, and oxaliplatin), whereas 
PNI-negative patients showed no significant benefit 
[34]. These findings emphasize the clinical value of 
early PNI detection for personalized treatment [34, 35]. 

Table 2  The performance comparison of different machine learning models
Model AUC (95% CI) Accuracy Sensitivity Specificity PPV NPV
LR Training set 0.727[0.644–0.810] 0.714 0.466 0.876 0.711 0.716

Test set 0.673[0.512–0.834] 0.511 0.929 0.323 0.382 0.909
NaiveBayes Training set 0.696[0.609–0.784] 0.667 0.586 0.719 0.576 0.727

Test set 0.673[0.486–0.859] 0.689 0.643 0.710 0.500 0.815
KNN Training set 0.755[0.680–0.830] 0.701 0.431 0.876 0.694 0.703

Test set 0.634[0.467-0.800] 0.667 0.357 0.806 0.455 0.735
ExtraTrees Training set 0.796[0.720–0.873] 0.762 0.672 0.820 0.709 0.793

Test set 0.713[0.547–0.879] 0.689 0.643 0.710 0.500 0.815
MLP Training set 0.760[0.679–0.841] 0.701 0.793 0.640 0.590 0.826

Test set 0.705[0.543–0.867] 0.600 0.857 0.484 0.429 0.882
AUC, area under the curve; PPV, positive predictive value; NPV, negative predictive value; LR, logistic regression; KNN, k-nearest neighbors; ExtraTrees, extremely 
randomized trees; MLP, multilayer perceptron

Fig. 4  SHAP summary plot for the ExtraTrees model (A). SHAP force plot illustrating feature contributions for a PNI-positive patient (B) and a PNI-negative 
patient (C). SHAP, SHapley Additive exPlanations; ExtraTrees, extremely randomized trees; PNI, perineural invasion
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Nevertheless, current PNI diagnosis still relies on post-
operative histopathology, revealing an urgent need for 
noninvasive preoperative prediction.

We utilized MRI data from ICC patients to develop 
both individual and fusion models capable of radiologi-
cally identifying patients with histological evidence of 
PNI. A previous study reported that ICC patients with 
PNI often exhibit distinctive tumor microenvironment 
characteristics, including decreased natural killer cell 
infiltration, increased neutrophil infiltration, elevated 
immune checkpoint ligand expression, and higher KRAS 
mutation frequency [34]. Owing to its superior soft tis-
sue resolution, MRI has significant value in differentiat-
ing liver tumors and predicting pathological subtypes 
[36]. Meanwhile, radiomics analysis can extract quantita-
tive features from imaging data, thereby revealing poten-
tial tumor-related biological information. In this study, 
we first constructed a model based on clinical features, 
which achieved an AUC of 0.768, similar to the ICC 
PNI prediction model built by Wang et al. using clinical 
data [37]. This outcome may be attributed to the omis-
sion of imaging features. Subsequently, we developed 
five radiomics-based machine learning models using 
MRI data, among which the ExtraTrees model yielded an 
AUC of 0.796 in the training set, surpassing the model 
built solely on clinical features. As an ensemble learning 

method, ExtraTrees enhances the model’s generaliza-
tion performance by introducing additional randomness, 
thereby reducing overfitting risk and effectively handling 
high-dimensional data and complex nonlinear relation-
ships [38]. Interestingly, the primary radiomics features 
we identified were derived from wavelet transformations, 
suggesting that such features may possess unique value in 
characterizing tumor heterogeneity and warrant further 
exploration regarding their potential links to the tumor 
microenvironment. Consistent with our findings, a pre-
vious ICC PNI prediction model that integrated clinical 
features with CT-based radiomics also demonstrated 
favorable performance, with an AUC reaching 0.884 [39]. 
Although radiomics techniques reduce human measure-
ment errors to a certain extent, they rely on manually 
designed feature extraction, which may be insufficient to 
fully capture the complex heterogeneity of tumors, thus 
limiting predictive performance and clinical applicabil-
ity [40]. In contrast, deep learning employs end-to-end 
feature learning that does not require manually designed 
features, enabling it to automatically extract complex 
patterns directly from raw images [40, 41]. As an essen-
tial branch of machine learning, deep learning leverages 
multiple layers of nonlinear transformations to learn data 
features, endowing it with robust representational capa-
bilities [41]. In the field of medical image analysis, CNNs 

Table 3  Univariable and multivariable analyses of the training set to assess characteristics associated with PNI in ICC
Characteristics Univariate analysis P value Multivariable analysis P value

OR (95% CI) OR (95% CI)
Age 0.994[0.989–0.998] 0.025 1.043[1.017–1.070] 0.006
Sex 0.580[0.395–0.851] 0.020 0.762[0.424–1.372] 0.447
AFP 1.001[0.998–1.004] 0.476
CEA 0.999[0.994–1.003] 0.640
CA19-9 1.000[1.000–1.000] 0.212
ALB 0.987[0.980–0.994] 0.003 0.929[0.895–0.964] 0.001
TB 1.002[0.998–1.007] 0.376
PT 0.976[0.956–0.996] 0.047 0.998[0.957–1.040] 0.923
APTT 0.987[0.978–0.995] 0.012 1.003[0.961–1.047] 0.918
PNI, perineural invasion; ICC, intrahepatic cholangiocarcinoma; OR, odds ratio; CI, confidence interval; AFP, alpha-fetoprotein; CEA, carcinoembryonic antigen; CA19-
9, carbohydrate antigen 19 − 9; ALB, albumin; TB, total bilirubin; PT, prothrombin time; APTT, activated partial thromboplastin time

Fig. 5  Receiver operating characteristic curves of the deep learning model for the training and external test sets (A). Attention regions highlighted by the 
deep learning model for a PNI-positive (B) and a PNI-negative patient (C). AUC, area under the curve; PNI, perineural invasion
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have been extensively applied to detect and classify vari-
ous diseases [19]. In this study, we selected a ResNet-101 
model and performed pretraining on the ImageNet data-
set to leverage transfer learning. The results showed 
that the deep learning model achieved an AUC of 0.869, 
outperforming the radiomics model and further under-
scoring the potential of deep learning in PNI prediction. 
Notably, fusion models often compensate for the limi-
tations of individual models and yield superior perfor-
mance, aligning with our findings [42]. Our fusion model, 

which integrated radiomics signature, deep learning 
signature, and two selected clinical features, ultimately 
achieved the best performance in PNI prediction.

As machine learning models become increasingly com-
plex, the “black box” effect becomes more pronounced, 
making it difficult to understand the underlying mecha-
nisms and decision rationales. This issue is particularly 
critical in the high-risk field of medicine, where merely 
demonstrating strong performance metrics does not 
guarantee clinical utility [43]. Providing reasonable 

Fig. 6  Nomogram of the fusion model (A). Comparison of receiver operating characteristic curves for the clinical, radiomics, deep learning, and fusion 
models (B). Performance metrics for each model on the training (C) and test sets (D), respectively. Calibration curves for the fusion model (E). Decision 
curves for the training (F) and test sets (G), respectively. DL_Sig, deep learning signature; Rad_Sig, radiomics signature; ALB, albumin; DL, deep learning; 
Rad, radiomics; AUC, area under the curve; PPV, positive predictive value; NPV, negative predictive value
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explanations for model outputs not only facilitates an 
understanding of the decision-making process but also 
helps identify potential biases and errors [44]. In this 
study, we employed the SHAP method to analyze feature 
differences between patients with positive versus nega-
tive PNI, thereby assisting clinicians in more intuitively 
understanding the model’s decision logic. SHAP analy-
sis not only revealed the impact of individual features on 
the prediction outcomes but also evaluated the impor-
tance distribution of these features at a global level. The 
results indicated that R4 (Wavelet_LHL_firstorder_Root-
MeanSquared) was identified as the most predictive 
radiomics feature. In addition, we utilized Grad-CAM 
to visualize the decision-making process of the CNN. 
Compared with other visualization methods, Grad-CAM 
retains spatial resolution while more accurately capturing 
high-level semantic information, offering robust support 
for medical image analysis [27]. In our study, we analyzed 
the final convolutional feature maps of the deep learning 
model. The Grad-CAM visualization indicated that the 
model primarily focused on the internal and boundary 
regions of the tumor, both of which are crucial for distin-
guishing patients with positive or negative PNI. To fur-
ther enhance clinical applicability, we also constructed a 
nomogram for the fusion model, thereby facilitating the 
incorporation of these visualization and interpretability 
findings into real-world clinical decision-making.

Drawing on our clinical experience, the fusion model 
developed in this study can assist clinicians in accurately 
predicting PNI status in ICC patients prior to surgery. 
The implementation of this approach may change ICC 
treatment strategies and potentially improve long-term 
patient outcomes. However, the clinical application of the 
current model remains relatively complex. In the future, 
developing user-friendly clinical applications could facili-
tate its broader adoption in real-world practice. Simul-
taneously, further prospective studies are warranted to 
compare various treatment regimens based on preopera-
tive assessments of PNI status in ICC patients, thereby 
providing evidence-based guidance for individualized 
treatment strategies.

Our study has several limitations. First, although we 
used multicenter data for model training and validation, 
the number of enrolled cases remained limited due to the 
low incidence of ICC. Second, the retrospective design 
of this study may introduce selection bias. Third, the 
potential relationship between radiomics features and the 
tumor microenvironment has not been fully elucidated, 
requiring further mechanistic investigation. Moreover, 
future studies could incorporate multi-modal imaging 
data such as ultrasound and CT to enhance the predic-
tive accuracy of the models.

Conclusion
This study developed a fusion model based on MRI 
images for preoperative prediction of PNI status in 
patients with ICC. This model, integrating radiomics 
and deep learning signatures along with clinical features, 
achieved the highest performance among all models. It 
may aid in guiding clinical decisions related to preopera-
tive staging and adjuvant treatment, supporting personal-
ized and precise therapy for ICC patients and enhancing 
patient outcomes.
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